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ABSTRACT

The two-dimensional Spin-1 Bose Hubbard Model was studied using Cluster Mean Field

Theory (CMFT) at finite temperatures with the inclusion of Density-Induced Tunnelling

(DIT). The analyses were carried out with the aim of identifying the distinct phases

such as polar superfluid (PSF), Mott Insulator (MI) and Normal Bose Liquid (NBL), and

various magnetic properties that arise in the presence of spin-dependent antiferromagnetic

interactions. The inclusion of density-induced tunnelling enhances the superfluid nature

of bosons. The effect of density-induced tunneling on the critical on-site interaction UC
0

is studied at zero and finite temperatures. At a particular temperature, as the density-

induced tunnelling amplitude increases, the superfluidity increases leading to a decrease

in MI phase. However, at a given amplitude of density-induced tunnelling, as temperature

increases, the Mott insulating phase increases.
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Chapter 1

Introduction

Bose-Einstein Condensation (BEC) is a quantum phenomenon in which a large number

of bosons simultaneously occupy the ground state of a system. Bose-Einstein condensates

were first conjectured theoretically in 1925 by Satyendra Nath Bose and were experimen-

tally realized by Eric Cornell, Carl Wieman and Wolfgang Ketterle in 1995 when they

produced BEC in a vapor of 87Rb atoms [3] and sodium atoms [11] respectively. Ever

since, BEC has been realized in alkali atoms such as 7Li [8], 39K [33], Alkali Earth metals

like 40Ca [30], 84Sr [41], Lanthanides 168Er [1], 170Y b [18], and binary mixtures such as

87Rb−41K [36]. Apart from these, spinor BEC like 23Na [40] has been observed in purely

optical traps.

In condensed matter physics, in order to study interacting quantum particles, one needs

to rely on quantum mechanics and statistical methods to predict the physical properties of

the system. For this, the model Hamiltonian which includes interactions between particles

and external perturbations is solved. Most of these models’ Hamiltonian cannot be solved

analytically, thus requiring some approximations. However, many times such methods

predict a different result than actual outcomes and it becomes difficult to assess whether

the approximations used are incorrect or the problem lies in the model Hamiltonian.

Therefore, to overcome these shortcomings, a different approach is required by which the

physical quantities of any system can be tuned in to test the modeled Hamiltonian and

the methods used to solve it.

An important early contribution in this field came from the work of Jaksch et al. in

1



CHAPTER 1. INTRODUCTION

their 1998 paper titled “Cold Bosonic atoms in optical lattices” [25]. In this seminal

work, Jaksch et al. laid the groundwork for the theoretical description of BECs in optical

lattices using the Bose Hubbard Model. Their analysis focused on a fundamental quantum

phase transition: the transformation from a superfluid state, where bosons flow coherently

through the lattice, to a Mott Insulator state, where strong interactions localize the

atoms at specific lattice sites. By tuning the depth of the optical potential, they explored

ways to control this phase transition. This theoretical framework serves as foundation

for numerous studies to understand how BEC behaves within these artificial periodic

potentials. Soon after, Markus Greiner and Simon Fölling successfully loaded ultra-cold

atoms in the optical lattice and observed the Mott insulating phase [20]. An optical lattice

is a crystal structure of light, created by an interference of counter-propagating laser [10].

Ultra-cold atoms are trapped in a sinusoidal potential well created by a standing-wave

laser beam in an optical lattice. Quantum tunnelling enables these atoms to delocalize

across the entire lattice structure. In BEC, tunnelling dominates, resulting in a state of

phase coherence between atoms occupying distinct lattice sites. However, increasing the

potential depth hinders the tunnelling process. Energetically, it becomes unfavorable for

atoms to tunnel into neighbouring sites. To minimize the system’s energy, a transition to

a Mott Insulator (MI) state occurs, where each lattice site is singly occupied. In this state,

the significantly reduced tunnelling effect leads to atom localization within their respective

lattice sites, accompanied by a loss of phase coherence. This represents a Superfluid to

Mott Insulator (SF-MI) phase transition.

The model which suitably describes the SF-MI phase transition is the Bose-Hubbard

model (BHM) [17, 25]. This model can be solved using various methods like Mean-Field

Theory (MFT) [17, 25], Cluster Mean-Field Theory (CMFT) [35], Monte Carlo (MC)

simulations [5,6,31], Density Matrix Renormalization Group (DMRG) [16], Cluster Mean

Field plus Density Matrix Renormalization theory (CMFT+DMRG) [19], Random Phase

Approximation (RPA) [39] and the results obtained are in good agreement with the ex-

periments. The Bose Hubbard Model has many extensions. Out of these, the Spin-1 Bose

Hubbard Model shall be studied in the present work.

2
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1.1 Literature Review

In experiments involving Bose-Einstein condensates (BECs), ultracold atoms are trapped

within optical lattices providing a powerful platform for simulating intricate quantum

many-body problems. Recent advancements in confining dilute alkali gases have revealed

new opportunities for studying quantum magnetism. The behaviour of alkali atoms within

traps is highly dependent on the trapping mechanism employed. Conventional magnetic

traps, while effective for confinement, exhibit a significant drawback: they effectively

suppress the intrinsic spin states of the trapped alkali atoms. This suppression renders

the atoms, despite possessing inherent spin angular momentum, to behave like spinless,

scalar particles. This limitation hinders the ability to exploit the full quantum complexity

of these atomic systems, particularly the spinor nature of alkali Bose-Einstein condensates

(BECs).

Conversely, purely optical traps [40] offer a paradigm shift. By manipulating light fields,

these traps confine the atoms without significantly perturbing their internal spin states.

Unlike the atoms prepared in Magneto-Optical Traps (MOT) that freeze the spin degrees

of freedom, in purely optical traps these spins are free and the alkali BECs formed at low

temperatures can retain their spinor nature. This has enhanced the interest in the study

of quantum magnetism in confined dilute atomic gases.

Alkali atoms with nuclear spins I = 3/2 such as 23Na, 39K and 87Rb have hyper-fine

spin F = 1. Thus, the interactions between these atoms is spin-dependent. Depending

upon the scattering lengths of the singlet and quintuplet channels, the interactions are

ferromagnetic (example 87Rb) or anti-ferromagnetic (example 23Na) [23]. This interaction

allows the study of superfluidity and magnetism, and modifies the nature of the phase

diagrams.

The Spin-1 Bose Hubbard model has been studied by many groups at zero temperature

[29,32,37]. The phases arising in the model are similar to the spinless BHM. However, the

superfluid phase can either be ferromagnetic or polar depending on the spin-dependent

interaction. In the latter case, the SF-MI phase transition is continuous if the boson

density ρ at a site is odd, however it is of first order if the boson density is even at a site.

Finite temperature studies of the model were also carried by Pai et al [37]. In their study,

3
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they observed that several of the SF-MI transitions are of first order and at sufficiently high

temperatures, they become continuous via tri-critical points. Apart from the superfluid

and MI phases, another phase, the Normal Bose Liquid (NBL) was observed in the same

study at higher temperatures. It was noted that the MI-NBL phases are not distinct

and are thus seen as a cross-over. The cross-over boundary values of compressibility

κ = 0.01, 0.02, and 0.03 were chosen in their study. Another interesting observation was

that the critical on-site interaction UC
0 decreases as temperature increases and MI phases

grow at the expense of SF phase.

Furthermore, the Spin-1 Bose Hubbard Model was studied using Cluster Mean Field

Theory (CMFT) by Alavani et al. [2]. The authors noted that the single-site Mean

Field Theory neglects fluctuations in the SF and MI phases. This leads to an over-

estimation of the critical on-site interaction UC
0 . Single-site MFT also fails to predict the

magnetic nature of the different phases. Upon treating the intra-cluster hopping exactly

in CMFT, the magnetic phases and SF-MI phases were studied. It was observed that

for anti-ferromagnetic interaction (U2 > 0), the superfluid phase has polar symmetry. In

addition to this, the odd density MI phase was nematic while the even density MI phase

was nematic for small values of U2 or singlet for large values of U2. The SF-MI phase

transition noted a decrease in the critical on-site interaction UC
0 with cluster size.

A different extension of the BH model consists of adding terms where the hopping between

two sites also depends on the two corresponding densities [15]. The effect of density-

induced tunnelling has been studied on the Bose Hubbard Model by many groups [9, 14,

15, 27, 34, 43]. The main effect of density-induced tunnelling is to enhance superfluidity.

It results in a shift of the critical hopping parameter for the SF-MI phase transition [9].

The density-induced tunneling term suppresses the MI region and this region is even

more suppressed when the particle density n increases [43]. In their paper titled “Non-

standard Hubbard models in optical lattices: a review,” Dutta et al. studied the inclusion

of the density-induced tunnelling term on the Bose Hubbard Model. They noted that as

a direct consequence of the density-induced tunneling, the critical point of the superfluid-

Mott insulator transition is affected, depending on both the scattering length aS and the

filling factor n. The SF-MI transition is also significantly shifted towards lower values.

The occupation-dependent nature is reflected by the fact that the Mott lobes with higher

4
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filling factors n are more strongly affected. They observed that for a filling factor n, the

generalized and standard Bose-Hubbard models differ by approximately (2n− 1)T at the

tips of the Mott lobes (where T is density induced tunnelling amplitude) [15].

1.2 Motivation

Observing BEC and SF-MI transitions in optical lattices offers a new window into quan-

tum phase transitions. With the advancement in experimental techniques, it is possible

to study the spinor bosons in the optical lattice, which combines superfluidity and mag-

netism. The Spin-1 Bose Hubbard Model is one such fundamental system that captures

the interplay of spin degrees of freedom, particle interactions, and hopping in ultracold

atomic gases, providing insights into many interesting quantum phenomena. In the tradi-

tional framework of the Spin-1 Bose Hubbard Model, the density-induced tunnelling has

not been studied yet and hence the focus stems from its potential to unveil new quan-

tum phases and transitions. Despite the dominance of quantum effects in these phase

transitions, small but finite thermal fluctuations are unavoidably present in experiments.

This necessitates the development of theoretical frameworks that can incorporate both

quantum and thermal fluctuations. These requirements motivate the present study.

1.3 Objectives

The objectives of the thesis are as follows:

• To develop a finite temperature cluster mean field theory for a two dimensional

Spin-1 Bose Hubbard Model.

• To investigate the effect of the Density Induced Tunneling term on the behaviour

of the Spin-1 Bose Hubbard Model.

• To study the influence of finite temperatures on the properties of the system.

• To identify and characterize the phase transitions induced by density induced hop-

ping along with finite temperatures.

5
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1.4 Overview

The thesis is organized in the following way.

Chapter 1 includes the introduction, background, aim and objectives, hypotheses and

scope of the topic under study. It also delves into the literature review carried out during

the course of the dissertation. Chapter 2 describes the methodology used to formulate the

finite temperature cluster mean field theory for a two-dimensional Spin-1 Bose Hubbard

model with density-induced tunneling. Chapter 3 comprises of the analyses, observations

and results obtained upon studying the model. Chapter 4 summarizes and concludes the

outcomes of the undertaken topic.

6



Chapter 2

Methodology

2.1 Introduction

The Hamiltonian for the Spin-1 Bose Hubbard model is defined as

Ĥ = −t
∑
⟨i,j⟩,σ

(â†i,σâj,σ + â†j,σâi,σ) +
U0

2

∑
i

n̂i(n̂i − 1) +
U2

2

∑
i

(F⃗ 2
i − 2n̂i)− µ

∑
i

n̂i (2.1)

where ⟨i, j⟩ denotes the pairs of nearest neighbours in the lattice and the spin projection

σ = −1, 0, 1. âi,σ (â†i,σ) annihilates (creates) a boson in a hyperfine state mF = σ at

site i. The number of bosons located at a site i are represented by n̂i =
∑

σ n̂i,σ where

n̂i,σ = â†i,σâi,σ. F⃗i = (F x
i , F

y
i , F

z
i ) is the spin operator at site i with Fα

i =
∑

σ,σ′ â
†
i,σS

α
σ,σ′ âi,σ′

where Sα are the standard spin-1 matrices

Sx =
1√
2


0 1 0

1 0 1

0 1 0

 , Sy =
i√
2


0 −1 0

1 0 −1

0 1 0

 , Sz =


1 0 0

0 0 0

0 0 −1


The term F⃗ 2

i in the Hamiltonian using the above matrices becomes

F⃗ 2
i = n̂2

1 + n̂2
−1 + n̂1 + n̂−1 + 2n̂0 + 2n̂1n̂0 + 2n̂0n̂−1

− 2n̂1n̂−1 + 2â†1â
†
−1â

2
0 + 2â1â−1â

†
0
2

(2.2)
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The first term in the Hamiltonian represents tunnelling of bosons between the nearest

neighbour sites with hopping amplitude t, whereas the second term denotes on-site in-

teraction among the bosons occupying the site. The energy due to spin configurations is

represented by the third term, which penalizes non-zero spin configurations on individ-

ual sites. The interaction terms arise due to the the difference in scattering lengths a0

and a2 for S0 and S2 channels respectively and are expressed as U0 = 4πℏ2(a0+2a2)
3M

and

U2 = 4πℏ2(a2−a0)
3M

where M is the mass of the atom. The scattering lengths of 23Na are

a0 = 49.4aB and a2 = 54.7aB where aB is the Bohr radius and thus U2 > 0. Similarly,

the scattering lengths of 87Rb are a0 = (110 ± 4)aB and a2 = (107 ± 4)aB, resulting in

U2 < 0 [23]. Lastly, the fourth term is the chemical potential that controls the number of

bosons in the system.

The density-induced tunnelling term is an extension of the Bose Hubbard model where the

probability of tunnelling to neighbouring sites depends on the two corresponding densities.

Upon adding the density-induced tunneling term to equation (2.1), the Hamiltonian reads

Ĥ = −t
∑
⟨i,j⟩,σ

(â†i,σâj,σ+â
†
j,σâi,σ) +

U0

2

∑
i

n̂i(n̂i − 1) +
U2

2

∑
i

(F⃗ 2
i − 2n̂i)− µ

∑
i

n̂i

− t′
∑
⟨i,j⟩,σ

(â†i,σ(n̂i,σ + n̂j,σ)âj,σ + â†j,σ(n̂i,σ + n̂j,σ)âi,σ)
(2.3)

where t′ denotes the density-induced tunneling amplitude. The tunnelling and interaction

terms in Hamiltonian (2.3) are illustrated in figure 2.1.

Figure 2.1: Illustration of the terms contained in the Spin-1 Bose-Hubbard Hamiltonian.
(a) The single-atom tunnelling t, (b) the on-site interaction U0, (c) the density-induced
tunnelling t′.

The Spin-1 Bose Hubbard Hamiltonian with density-induced tunneling defined in equation

(2.3) cannot be solved exactly due to the presence of the hopping terms. However, various

techniques such as Mean-Field Theory [37], Cluster Mean-Field Theory [2], Quantum

8
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Monte Carlo (QMC) simulations [4, 12], Variational Monte Carlo (MC) simulations [42],

Density Matrix Renormalization Group (DMRG) [7,22,38] and analytical methods [13,24]

like Strong Coupling Expansion [28] are used to study the Hamiltonian. Out of these, the

Mean-Field approach will be considered for this study which is described in the following

section.

2.2 Mean Field Theory

Mean field theory has three formulations out of which the decoupling approximation will

be used. The mean field approach is a suitable approximation for bosonic atoms in an

optical lattice in order to qualitatively capture the allowed phases since majority of the

atoms will be in the condensed state. As such, operators may be expressed as a sum

of an average around some fluctuating operator and the small deviations or fluctuations

representing uncondensed bosons.

Using this approximation, the hopping terms described in equation (2.3) are decoupled to

obtain an effective single-site Hamiltonian which is then solved self-consistently. Following

the mean-field decoupling, the annihilation and creation operators can be expressed as:

âi,σ = ⟨âi,σ⟩+ δâi,σ

â†i,σ = ⟨â†i,σ⟩+ δâ†i,σ

(2.4)

where ⟨O⟩ is the equilibrium value of the operator O and δO denotes small deviations.

The crucial part of mean-field decoupling approximation lies in neglecting quadratic fluc-

tuations, that is, δâ†i,σδâj,σ ≈ 0.

Using the expressions defined in (2.4), the hopping term in (2.3) can be decoupled as

â†i,σâj,σ ≈ ⟨â†i,σ⟩âj,σ + ⟨âj,σ⟩â†i,σ − ⟨â†i,σ⟩⟨âj,σ⟩ (2.5)

Since superfluid phases are expected, the superfluid order parameter with spin component

σ is represented as ψσ ≡ ⟨âi,σ⟩ ≡ ⟨â†i,σ⟩ which is real. Homogeneity of the lattice makes

order parameters site independent, that is, ψi,σ ≡ ψσ.

â†i,σâj,σ ≈ ψσ(âi,σ + â†i,σ)− ψ2
σ (2.6)

9
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In a similar way, the density-induced tunneling term can be decoupled as follows:

n̂i,σâi,σ = ⟨n̂i,σâi,σ⟩+ δ(n̂i,σâi,σ) = ηi,σ + δ(n̂i,σâi,σ)

â†i,σn̂i,σ = ⟨â†i,σn̂i,σ⟩+ δ(â†i,σn̂i,σ) = η∗i,σ + δ(â†i,σn̂i,σ)
(2.7)

where ηi,σ = ⟨n̂i,σâi,σ⟩ is the order parameter describing density-induced tunneling prop-

erties [26].

Applying the approximation described in (2.7), the DIT term can be expressed as

â†i,σ(n̂i,σ + n̂j,σ)âj,σ ≈ ⟨â†i,σn̂i,σ⟩âj,σ + ⟨âj,σ⟩â†i,σn̂i,σ − ⟨â†i,σn̂i,σ⟩⟨âj,σ⟩

+ ⟨n̂j,σâj,σ⟩â†i,σ + ⟨â†i,σ⟩n̂j,σâj,σ − ⟨n̂j,σâj,σ⟩⟨â†i,σ⟩
(2.8)

Simplifying further, the term above can be expressed as

â†i,σ(n̂i,σ + n̂j,σ)âj,σ ≈ ησ(â
†
i,σ + âi,σ) + ψσâ

†
i,σn̂i,σ + ψσn̂i,σâi,σ − 2ψσησ (2.9)

Employing the expressions obtained in (2.6) and (2.9), the mean-field Hamiltonian is

Ĥ =
∑
i

ĤMF
i (2.10)

where

HMF
i =− zt

∑
σ

(ψσ(âi,σ + â†i,σ)− ψ2
σ)

+
U0

2

∑
i

n̂i(n̂i − 1) +
U2

2

∑
i

(F⃗ 2
i − 2n̂i)− µ

∑
i

n̂i

− zt′
∑
σ

(ησ(â
†
i,σ + âi,σ) + ψσâ

†
i,σn̂i,σ + ψσn̂i,σâi,σ − 2ψσησ)

(2.11)

where z denotes the number of nearest neighbours.

The superfluid order parameters ψσ for σ = −1, 0, 1 are computed iteratively using a self-

consistent method. This iterative procedure begins with an initial guess for {ψ1, ψ0, ψ−1}

and {η1, η0, η−1}. The single-site mean-field Hamiltonian (2.11) is constructed in the

Fock basis |n1, n0, n−1⟩ for which the total number of bosons allowed to occupy a site are

truncated at a finite value nmax. Upon diagonalizing the Hamiltonian, the eigenvalues

10
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Eα and eigenvectors |α⟩ are obtained. A new guess for {ψ1, ψ0, ψ−1} and {η1, η0, η−1}

is calculated through the expectation value using the ground state eigenvector. This

process is repeated until the values of {ψ1, ψ0, ψ−1} and {η1, η0, η−1} are converged and

self-consistency condition is fulfilled.

The superfluid density, ρS and boson density, ρ are calculated using the self-consistent

ground state eigenvector as follows: ρS =
∑

σ |ψσ|2 and ρ =
∑

σ⟨n̂σ⟩. The Spin-1 Bose-

Hubbard model exhibits distinct ground states characterized by the superfluid density,

ρS. The Superfluid (SF) phase has finite ρS, indicating the presence of a delocalized and

coherent bosonic state. Conversely, the Mott Insulator (MI) phase is characterized by

ρS = 0, signifying the localization of bosons at lattice sites and the absence of superfluid

flow.

Single-site MFT adopts a simplified approach, treating each lattice site independently.

However it exhibits limitations in capturing the magnetic characteristics of different phases

within the model and overestimates the interaction strength required for the SF-MI tran-

sition. This arises from the decoupling approximation, which weakens the effective inter-

action strength, leading to an inaccurate prediction of the phase boundary.

2.3 Cluster Mean Field Theory

Cluster mean-field theory (CMFT) offers a significant advancement over single-site mean-

field theory for studying interacting systems. While both methods utilize mean-field ap-

proximations, CMFT provides a more accurate description of properties such as magnetic

ordering, phase transitions, and critical points.

In cluster mean-field theory, the lattice is divided into clusters which are made up of NC

number of sites. The interactions within the cluster are treated exactly whereas the inter-

cluster interactions are decoupled using standard mean-field decoupling approximations

described in Section 2.2.

The Hamiltonian of the entire system can be written as a sum over all the cluster using

expression (2.1) as

Ĥ =
∑

cluster

Ĥcluster (2.12)

11
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where

Ĥcluster = − t

NC∑
⟨i,j⟩,σ

(â†i,σâj,σ + â†j,σâi,σ)

+
U0

2

NC∑
i

n̂i(n̂i − 1) +
U2

2

NC∑
i

(F⃗ 2
i − 2n̂i)− µ

NC∑
i

n̂i

− t′
NC∑

⟨i,j⟩,σ

(â†i,σ(n̂i,σ + n̂j,σ)âj,σ + â†j,σ(n̂i,σ + n̂j,σ)âi,σ)

− zt

Nc∑
i,σ

(ψσ(âi,σ + â†i,σ)− ψ2
σ)

− zt′
Nc∑
i,σ

(ησ(â
†
i,σ + âi,σ) + ψσâ

†
i,σn̂i,σ + ψσn̂i,σâi,σ − 2ψσησ)

(2.13)

where z denotes the number of nearest neighbours to site i that belong the to neighbouring

clusters.

The energy scale is set by choosing t = 1, due to which all the physical parameters are

considered dimensionless. This cluster Hamiltonian is solved iteratively for ψσ and ησ

using the self-consistency method as follows:

Beginning with an initial guess for ψi,σ and ηi,σ, the Hamiltonian matrix is constructed

in the Fock basis |{N1,σ}, {N2,σ}, . . . , {NC,σ}⟩. Here |{Ni}⟩ ≡ |Ni,1, Ni,0, Ni,−1⟩ with max-

imum number of bosons Nmax allowed to occupy a lattice site in the cluster. The con-

structed Hamiltonian is then diagonalized to obtain the ground state energy and eigenvec-

tor given by |ΨGS⟩ =
∑Nmax

N1,N2,...,NC
CN1,N2,...,NC

|Ni,1, Ni,0, Ni,−1⟩. Using the ground state

obtained after diagonalizing, the order parameters ψi,σ and ηi,σ are calculated. This

process is repeated until the values of ψi,σ and ηi,σ are converged and self-consistency

condition is fulfilled.

Since the lattice is homogeneous, the order parameters ψi,σ and ηi,σ are independent of

lattice sites, that is, ψi,σ ≡ ψσ and ηi,σ ≡ ησ.

The superfluid density, ρS and boson density, ρ are calculated using the self-consistent

ground state eigenvector as previously discussed in Section 2.2 as ρS =
∑

σ |ψσ|2 and

ρ =
∑

σ⟨n̂σ⟩.

12
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In order to study the magnetic properties of different phases of the Spin-1 Bose Hubbard

model, the local magnetic moment identifier ⟨F⃗ 2
i ⟩ = ⟨(F x

i )
2 + (F y

i )
2 + (F z

i )
2⟩ at a site i

and the global magnetic moment identifier ⟨F 2
TOT ⟩ = ⟨(

∑NC

i F⃗i)
2⟩ are calculated. The

nematic order is characterized by the order parameter defined as Qα,α
i = ⟨Fα

i F
α
i − 1

3
F⃗ 2
i ⟩

where α = x, y, z. If Qα,α
i = 0 for all α, the spins are isotropic, i.e. the spins do not

have a preferred direction and behave the same way regardless of orientation. Conversely,

spin anisotropy which is characteristic of the nematic order is specified by Qα,α
i ̸= 0.

For a positive spin-dependent interaction U2, the singlet pair density is given by ρSD =

⟨Â†
SDÂSD⟩ where the singlet creation operator Â†

SD = 1√
6
(2â†1â

†
−1− â

†
0â

†
0). Homogeneity of

the lattice ensures that the local magnetic moment (⟨F⃗ 2
i ⟩), the nematic order parameter

(Qα,α
i ) and the singlet pair density (ρSD) are site independent.

The present work investigates systems with cluster sizes NC = 1, 2.

Figure 2.2: Clusters of size (a)NC = 1 and (a)NC = 2. The black dots represent lattice
sites and the blue solid line represents intra-cluster hopping. The blue dotted lines depict
inter-cluster hopping approximated using mean-field theory.

Another important tool for characterizing quantum phase transitions is quantum entan-

glement. In order to obtain a signature of quantum entanglement across the distinct

phases exhbited by the model, calculations of bipartite Entanglement Entropy (EE) are

employed. In recent experiments, the measurement of Rényi Entanglement Entropy has

encouraged the study of bipartite entanglement in a system of bosons trapped in optical

lattices. Rényi EE is defined by separating the whole system into two subsystems, say A

and B. The nth order Rényi EE is defined as

Sn[A(B)] =
1

1− n
log[Tr(ρ̂nA(B))] (2.14)

13
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where the reduced density matrix of subsystem A(B) is expressed as ρ̂nA(B) = TrB(A)(ρ̂AB)

and ρ̂AB is the density matrix of the whole system. If the two subsystems, denoted as

A and B, are entangled, discarding information about one subsystem will leave the other

in a mixed quantum state, rather than a pure quantum state. In the present study, the

second order (n = 2) Rényi EE is calculated for which equation (2.14) is expressed as

S2[A(B)] = − log[Tr(ρ̂2A(B))].

The intra-cluster interactions and tunnelling are treated exactly in the cluster mean field

theory calculations and as such intra-cluster bipartite entanglement is studied for a cluster

size of NC = 2 to ensure both subsystems comprise of a single site. Hence, if subsystem

A is one of the two sites belonging to the cluster, then subsystem B is the remaining site.

Therefore, the reduced density matrix for siteA is ρ̂A =
∑

N1,N ′
1
(
∑

N2
C∗

N1,N2
CN ′

1,N2
)|N1⟩⟨N ′

1|.

The second-order Rényi EE S2 is calculated for different parameters in the present study.

2.4 Finite temperature formalism

The previous two sections highlighted the zero temperature properties of the Spin-1 Bose

Hubbard model with density-induced tunnelling where the phase transitions are driven

by quantum fluctuations. However, in experimental set-ups, the temperatures are low

but finite (10−9 Kelvin). Consequently, thermal fluctuations exist and contribute to the

critical quantum region. Hence, it is interesting to learn the effects of thermal fluctuations

along with quantum fluctuations.

2.4.1 Mean field theory

In this sub-section, the finite temperature scheme is discussed for single-site mean field

theory (MFT). The single-site mean-field Hamiltonian expressed in (2.11) is constructed

and diagonalized to obtain the eigenvalues Eα and eigenvectors |α⟩. Utilizing these,

the partition function, occupation probabilities and thermal averages are calculated as

described below.

The partition function is given by

Z =
∑
α

e
− Eα

kBT (2.15)
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where T is the temperature and kB is the Boltzmann’s constant which is set to 1. The

occupational probability of a mean-field state |α⟩ is calculated as

Pα =
e
− Eα

kBT

Z
(2.16)

The thermal average of an operator at finite temperature is expressed as

⟨Ô⟩ =
∑
α

Pα⟨α|Ô|α⟩ (2.17)

The superfluid order parameter and the density-induced tunneling order parameter are

calculated and the above equations are solved iteratively until the self-consistent con-

dition is satisfied and the order parameters converge. By doing so, the Free Energy

F = −kBT lnZ is minimized. The superfluid density, boson density and compressibility

κ = dρ
dµ

are obtained using the self-consistent solution. These three quantities are utilized

to study the phases and transitions emerging from the model under study. Superfluid

(SF) phase is characterized by finite ρS and κ while the Mott Insulator (MI) phase has

vanishing ρS and κ. In the finite temperature regime, another phase arises which is the

Normal Bose Liquid (NBL). The NBL phase exhibits vanishing ρS but finite κ. The SF

and MI phases transition into the NBL phase as temperature is increased.

2.4.2 Cluster Mean Field Theory

The previous sub-section illustrated the finite temperature single-site MFT. Developing

upon the former discussion, the CMFT formalism will be extended to finite temperatures

in this sub-section.

The cluster mean-field Hamiltonian (2.13) is constructed in the Fock basis of the cluster

with an initial guess of ψσ and ησ. The Hamiltonian matrix is diagonalized to obtain the

eigenvalues Eα and eigenvectors |α⟩. Using these eigenvalues and eigenvectors, the parti-

tion function, occupation probabilities and thermal averages are calculated as described

below.
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The partition function is given by

Z =
∑
α

e
− Eα

kBT (2.18)

where T is the temperature and kB is the Boltzmann’s constant which is set to 1. The

occupation probabilities of each cluster mean-field state |α⟩ is calculated as

Pα =
e
− Eα

kBT

Z
(2.19)

The thermal average of an operator at finite temperature is expressed as

⟨Ô⟩ =
∑
α

Pα⟨α|Ô|α⟩ (2.20)

Using these three quantities, the order parameters ψσ and ησ are calculated and the above

procedure is carried out in an iterative manner until self-consistency condition is fulfilled.

The scheme described above ensures minimization of Free Energy F = −kBT lnZ. The

superfluid density ρS =
∑

σ |ψσ|2, boson density ρ =
∑

σ⟨n̂σ⟩ and compressibility κ = dρ
dµ

are obtained using the self-consistent solution. In addition to these, the local magnetic

moment ⟨F⃗ 2⟩, the global magnetic moment ⟨F 2
TOT ⟩, the nematic order parameter Qα,α

for α = x, y, z and the singlet pair density ρSD = ⟨Â†
SDÂSD⟩ where the singlet creation

operator Â†
SD = 1√

6
(2â†1â

†
−1− â†0â

†
0) are calculated to study the magnetic properties of the

different phases that arise in the model. The Superfluid (SF) and Mott Insulator (MI)

phases transition to the Normal Bose Liquid (NBL) as temperature is increased. The

NBL phase exhibits vanishing ρS but finite κ. The present work investigates systems

with cluster sizes NC = 1, 2.
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Chapter 3

Results

The Spin-1 Bose Hubbard Model with density-induced tunnelling has been studied for the

case U2 > 0. The results are ordered in both the sections as follows: Spin-1 BHM without

DIT, Spin-1 BHM at finite temperature, Spin-1 BHM with DIT, and lastly, Spin-1 BHM

at finite temperature with DIT.

3.1 2D: Single Site

In the case of U2 > 0 the superfluid (SF) phase has U(1)×S2

Z2
symmetry [37]. This is called

polar superfluid (PSF). The superfluid order parameters ψσ are considered to be real.

Hence, taking the symmetry into account, the order parameters can have two possible set

of values: ψ1 = ψ−1 ̸= 0 and ψ0 = 0 or ψ1 = ψ−1 = 0 and ψ0 ̸= 0 [37].

In order to study the phases arising in the system, the order parameters and densities are

plotted against chemical potential µ in figure 3.1 for on-site interaction U0 = 24.0 and

U2/U0 = 0.03. From the plot of superfluid order parameters against chemical potential µ,

it is observed that the polar symmetry is conserved and superfluidity contribution comes

from σ = ±1 bosons.

The superfluid order parameters ψ±1 are finite in the superfluid phase as opposed to

the MI phase where ψ0,±1 = 0. The superfluid density and total density plots show the

transition from the SF phase (where ρS ̸= 0) to the MI phase (where ρS = 0 and ρ = 1, 2).
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Figure 3.1: Plots of (a) superfluid order parameters ψσ, (b) individual density components
ρσ and (c) superfluid density ρS and total density ρtot versus the chemical potential µ for
U2/U0 = 0.03 where U0 = 24.0 and density-induced tunnelling strength t′ = 0.

To understand the nature of these phase transitions, the ground state energy E0 is plotted

in figure 3.2 as a function of superfluid order parameter ψ±1 near the SF-MI transition

for Mott lobes corresponding to density ρ = 1, 2. Since ψ0 = 0, the ground state energy

is a function of ψ1 = ψ−1.

Figure 3.2: Ground state energies E0 against superfluid order parameters ψ1 = ψ−1, ψ0 = 0
for 2D single-site (NC = 1)near SF-MI transition (a) ρ = 1 and (b) ρ = 2 for U2/U0 = 0.03
where U0 = 24.0 and density-induced tunnelling strength t′ = 0. Chemical potential µ
increases from the blue to the red line across the phase transition.
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From these plots, it is visible that the phase transition from SF to ρ = 1 MI is continuous

whereas a first order transition is seen from SF to ρ = 2 MI. This first order nature arises

due to singlet formation in the ρ = 2 MI. The density distribution for ρ = 1 MI indicates

that the system is composed of bosons having σ = ±1 components. In the ρ = 2 MI

state, the density distribution is centered around 2/3, that is, ρ1 = ρ0 = ρ−1 = 2/3.

The existence of a small but finite ρ0 in the polar SF implies that bosons having spin

component σ = 0 are in the NBL state.

The phase diagram plot of chemical potential µ versus on-site interaction U0 for 2D single

site is plotted in figure 3.3.

Figure 3.3: Phase diagram plot for 2D single site without density-induced tunneling
(t′ = 0) for U2/U0 = 0.03.

It is seen that for U2 > 0 the MI phase corresponding to density ρ = 2 is stable over

a wider region of parameter space. This can be understood as follows: In the ρ = 2

MI phase, the number of bosons occupying a site are exactly two, allowing a total spin

of either S = 0 or S = 2 at every site. An energy difference comes about due to the

low-energy singlet S = 0 and S = 2 states since the spin-dependent interaction U2 > 0.

The transition from the MI to the SF phase requires an energy of ∼ U2 to break this

favoured singlet state. This gives a rough estimate for the latent heat of the first-order

transition noted above if 0 ≲ T . This energy barrier makes MI phases with even densities

more stable than those with odd densities, thereby explaining the larger ρ = 2 lobe in

figure 3.3 as compared to the ρ = 1 lobe.
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3.1.1 Finite temperature

The previous section discussed the phases and transitions occurring in a 2D single site

spin-1 model at zero temperature. Expanding on these, the spin-1 BHM shall be studied

at finite temperature in this section.

Figure 3.4: Comparison plots of superfluid order parameters, individual density compo-
nents and superfluid and total density versus the chemical potential µ for temperature
T = 0.05 and T = 0.1 for U2/U0 = 0.03 where U0 = 24.0 and density-induced tunnelling
strength t′ = 0.

At temperature T = 0, the polar nature of the superfluid phase is portrayed through

the superfluid order parameters which take up values ψ1 = ψ−1 ̸= 0 and ψ0 = 0. This

nature persists even at finite temperatures as seen in figure (3.4). In order to compare

the zero temperature and finite temperature results, the graphs in figure 3.4 are plotted

for U0 = 24.0 and U2/U0 = 0.03.
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The superfluid order parameters ψ±1 show a discontinuous transition from SF-MI phases.

The boson densities in MI (ρ = 1) phase are different than the zero temperature case.

Here, the ρ0 component also contributes to the MI phase. The densities of each component

are thus ρ1 = ρ0 = ρ−1 = 1/3. Whereas in the ρ = 2 MI phase, the density distribution is

centered around 2/3, that is, ρ1 = ρ0 = ρ−1 = 2/3 as seen in the zero temperature case.

The superfluid density and total density plots show the transition from the SF phase

(where ρS ̸= 0) to the MI phase (where ρS = 0 and ρ = 1, 2). The superfluid nature of

bosons decreases at finite temperatures since the coherent flow is disrupted due to thermal

fluctuations in the system. Since the superfluidity has decreased, the system tends to push

into the MI phase. However, as temperature increases, the first order phase transitions

become second order.

Figure 3.5: Finite temperature phase diagram plots for temperature (a) T = 0.05 and (b)
T = 0.1 without density-induced tunneling (t′ = 0) for U2/U0 = 0.03.

The phase diagram plot of chemical potential µ versus on-site interaction U0 is plotted

in figure (3.5) for U2/U0 = 0.03 for two different temperatures T = 0.05 and T = 0.1.

It is seen that the ρ = 1 MI phase enlarges with temperature whereas the ρ = 2 MI

phase is barely affected as temperature increases. Thermal energy excites bosons leading

to a higher population of excited states compared to zero temperature. Superfluidity

is disrupted since temperature excites the bosons thus breaking the ordered phase and

hindering coherent flow. As temperature increases, superfluidity vanishes. At high enough

temperatures, the thermally activated bosons hop between lattice sites even when the on-

site interaction U0 is high. This weaken the Mott phase and it melts into the Normal

Bose Liquid (NBL).
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Phases Superfluid density ρS Compressibility κ
Polar Superfluid (SF) finite finite
Mott Insulator (MI) 0 0

Normal Bose Liquid (NBL) 0 finite

Table 3.1: The superfluid density and compressibility in the different phases of the Spin-1
Bose Hubbard model

To understand the effect of finite temperature on the phases of the model, the chemical

potential µ is plotted against temperature for U0 = 28.0 with U2/U0 = 0.03 in figure (3.6).

Superfluid (SF) phase is characterized by finite superfluid density ρS and compressibility

κ while the Mott Insulator (MI) phase has vanishing ρS and κ. The NBL phase exhibits

vanishing ρS but finite compressibilty κ. The phases are characterized in Table (3.1). The

SF and MI phases transition into the NBL phase as temperature is increased. The MI

and NBL phases are not distinct and are thus seen as a crossover. Here, the cross-over

boundary is marked by κ = 0.005. It should be noted that this crossover boundary is not

a strict phase boundary.

Figure 3.6: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0 for U2/U0 = 0.03 and U0 = 28.0.

3.1.2 Density-Induced Tunnelling

Building upon the investigations of the system’s behaviour at zero temperature, this

section examines the impact of density-induced tunneling on the Spin-1 BHM.
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Figure 3.7: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for two different density-induced tunnelling strengths
t′ = 0.05 and t′ = 0.1 for U2/U0 = 0.03 where U0 = 24.0.

The polar nature of the superfluid phase portrayed through the superfluid order param-

eters, which take up values ψ1 = ψ−1 ̸= 0 and ψ0 = 0, persists with the inclusion of

density-induced tunneling. To study the effect of DIT, the graphs in figure 3.7 are plot-

ted for U0 = 24.0 and U2/U0 = 0.03 for different DIT amplitude t′. Comparing with

figure (3.1), it is seen that the superfluidity has increased as DIT amplitude t′ increases.

This behaviour was expected since the main effect of density-induced tunnelling (DIT) is
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to enhance superfluidity. The order parameters defining the density-induced tunnelling

properties are also plotted in the same figure. Their nature is similar to the superfluid

order parameters, that is, η1 = η−1 ̸= 0and η0 = 0 in the superfluid phase and η0,±1 = 0

in the MI phase.

Figure 3.8: Superfluid density ρS and total density ρtot plotted against chemical potential
µ for different density-induced tunnelling amplitudes for U2/U0 = 0.03 where U0 = 24.0.
Insets focus on the MI region for ρ = 1, 2.

To highlight the effect of density induced tunneling, the superfluid density and total

density for t′ = 0, 0.05 and 0.1 are plotted in figure (3.8). As t′ increases, the Mott

Insulator phase diminishes and superfluidity increases. The effect of DIT is seen more

prominently at density ρ > 1.

Figure 3.9: Phase diagram plots for density-induced tunnelling amplitude (a) t′ = 0.05
and (a) t′ = 0.1.

The phase diagrams with different density-induced tunnelling amplitudes are plotted in

figure 3.9 for U2/U0 = 0.03. In contrast to the phase diagram obtained in figure (3.3),
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the density-induced tunnelling is seen to have shrunk the MI lobes due to increase in

superfluidity. The MI (ρ = 2) phase is affected more than the MI (ρ = 1) phase.

The effect of DIT amplitude t′ on the critical U0 can be seen in figure (3.10). It is observed

that the density-induced tunnelling results in a shift in the critical U0 for the SF-MI phase

transition. The MI lobe corresponding to density ρ = 2 shifts linearly with an increase in

DIT amplitude whereas the MI lobe corresponding to density ρ = 1 shows a sharp linear

shift initially with a gradual reduction.

Figure 3.10: Effect of density-induced tunnelling amplitude t′ on the critical U0 of Mott
Insulator phases for U2/U0 = 0.03.

3.1.3 Effect of finite temperature on Density-Induced Tunneling

Following the analysis of density-induced tunneling at zero temperature in the previous

section, this section examines its effect on the system’s properties at finite temperature.

To study the effect of DIT and finite temperature on the single-site Spin-1 BHM, the

graphs in figure (3.11) and figure (3.12) are plotted for U0 = 24.0 and U2/U0 = 0.03 at

different temperatures for DIT amplitude t′ = 0.05 and t′ = 0.1 respectively.

The plots of superfluid order parameters against chemical potential µ reflect the polar

nature of the superfluid phase where ψ1 = ψ−1 ̸= 0 and ψ0 = 0. Analyzing the plots

obtained in figure (3.11) and figure (3.12) and comparing them to figure (3.4), it is seen

that the density-induced tunnelling affects the Mott Insulator phase by increasing the

superfluidity. For the same parameters, the MI (ρ = 2) phase vanishes for small DIT

amplitude t′ for both temperatures T = 0.05 and T = 0.1. The density contribution in
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Figure 3.11: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for two different density-induced tunnelling strengths
t′ = 0.05 and t′ = 0.1 at temperature T = 0.05 for U2/U0 = 0.03 where U0 = 24.0.

MI (ρ = 1) phase comes from all three components, that is, ρ1 = ρ0 = ρ−1 = 1/3. The
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Figure 3.12: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for two different density-induced tunnelling strengths
t′ = 0.05 and t′ = 0.1 at temperature T = 0.1 for U2/U0 = 0.03 where U0 = 24.0.

superfluid density and total density plots depict the transition from SF phase where ρS
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is finite to MI phase where ρS = 0 and the density is fixed to an integer value at each

site. However, at higher temperatures, the MI phase melts into the NBL phase where the

compressibility is finite and particle density at a site is not an integer.

Figure 3.13: Comparison plots of (a) superfluid density ρS and (b) total density ρtot versus
the chemical potential µ for different density-induced tunnelling strengths at temperature
T = 0.05 and T = 0.1 for U2/U0 = 0.03 where U0 = 24.0. Insets highlight the MI (ρ = 1)
phase for both temperatures T = 0.05 and T = 0.1.

To gain deeper insights into the influence of density-induced tunneling at finite temper-

ature, the superfluid density and total density are plotted for DIT amplitude t′ = 0.05

and t′ = 0.1 at two different temperatures in figure (3.34). The density-induced tunneling

has affected the MI phase corresponding to density ρ = 2 more prominently. At finite

temperature, the superfluidity decreases thus increasing the MI phases. At a particular

temperature, as the density-induced tunnelling amplitude increases, the Mott Insulator

phase diminishes. Subsequently the superfluidity increases. However, at a given ampli-

tude of density-induced tunnelling, as temperature increases, the Mott insulating phase

increases.

The phases arising due to finite temperature and DIT are emphasized in the phase dia-
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Figure 3.14: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0.05 for U2/U0 = 0.03 and U0 = 28.0.

Figure 3.15: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0.1 for U2/U0 = 0.03 and U0 = 28.0.
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grams in the µ− T plane plotted for U2/U0 = 0.03. The plots in figure (3.14) and figure

(3.15) illustrate the effect of density-induced tunnelling on finite temperatures. The su-

perfluidity is seen to increase across both the phase diagrams and MI phases shrink. The

compressibility is not affected by the inclusion of the density-induced tunnelling. The

MI-NBL phase is a cross-over and the cross-over boundary is marked by cross-over com-

pressibility κ = 0.005. It should be noted that this crossover boundary is not a strict

phase boundary.

Figure 3.16: Phase diagram plots for U2/U0 = 0.03 at temperature T = 0.05 for density-
induced tunneling amplitude (a) t′ = 0.05 and (b) t′ = 0.1.

Figure 3.17: Phase diagram plots for U2/U0 = 0.03 at temperature T = 0.1 for density-
induced tunneling amplitude (a) t′ = 0.05 and (b) t′ = 0.1.

The phase diagrams in the µ − U0 plane are plotted for density-induced tunneling am-

plitude (a) t′ = 0.05 and (b) t′ = 0.1 with U2/U0 = 0.03. The effect of density-induced

tunnelling is eminent in both the plots. Figure (3.16) and figure (3.17) show that the MI

lobes corresponding to density ρ = 2 have shrunk considerably even at finite temperatures.

The MI lobes corresponding to density ρ = 1 also show a similar nature.
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The effect of DIT amplitude t′ on the critical U0 at finite temperatures can be seen in

figure (3.18). The density-induced tunnelling results in a shift in the critical U0 for the

SF-MI phase transition. A linearshift is seen for MI corresponding to ρ = 1 and ρ = 2.

Figure 3.18: Effect of density-induced tunnelling amplitude t′ on the critical U0 of Mott
Insulator phases at finite temperature T = 0.05 and T = 0.1 for U2/U0 = 0.03.

3.2 2D: Two site cluster

Single-site spin-1 BHM doesn’t fully account for the quantum fluctuations occurring in

the system and overestimates the interaction strength required for the SF-MI transition.

Therefore, to tackle this, clusters of size NC are utilized for a more accurate description

of properties. Here, cluster size of NC = 2 is studied.

The polar nature of the superfluid phase persists and can be seen in the plot of superfluid

order parameters against chemical potential µ in figure (3.19). As before, the parameters

are similar to the previous sections in order to compare the results better, that is, U0 =

24.0 and U2/U0 = 0.03.

The plots depict that the superfluidity is mainly due to σ = ±1 components. The densities

in MI (ρ = 1) phase are centered around 1/3, that is, ρ1 = ρ−1 = ρ0 = 1/3. Similarly

MI phase corresponding to ρ = 2 is centered around 2/3 where each boson having spin-

component σ = −1, 0, 1 contributes equally to the phase. The superfluid density and total

density of bosons describe the phases that come about in the system. The SF-MI phase

transitions are discontinuous. The plot of ground state energy as a function of ψ±1 in

figure (3.20) shows a discontinuous transition from SF-MI (ρ = 2) whereas a small third

31



3.2. 2D: TWO SITE CLUSTER CHAPTER 3. RESULTS

Figure 3.19: Plots of (a) superfluid order parameters ψσ (b) individual density components
ρσ and (c) superfluid density ρS and total density ρtot versus the chemical potential µ for
U2/U0 = 0.03 where U0 = 24.0 and density-induced tunnelling strength t′ = 0 for cluster
size NC = 2.

Figure 3.20: Ground state energies E0 against superfluid order parameters ψ1 = ψ−1, ψ0 =
0 for 2D two site cluster (NC = 2) near SF-MI transition (a) ρ = 1 and (b) ρ = 2 for
U2/U0 = 0.03 where U0 = 24.0. Chemical potential µ increases from the blue to the red
line across the phase transition.

minimum representing a weak first order transition is seen from SF-MI (ρ = 1). This is in

contrast to the two symmetric energy minimas seen in the case of single-site spin-1 BHM
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which yield a continuous transition from SF to MI (ρ = 1) phase.

Figure 3.21: Plots of (a) singlet density ρSD and nematic order parameter Qz,z and (b)
local magnetic moment ⟨F 2⟩ and cluster magnetic moment ⟨F 2

TOT ⟩ versus the chemical
potential µ for U2/U0 = 0.03 where U0 = 24.0.

Figure 3.22: Rényi Entanglement Entropy S2 for U2/U0 = 0.03 where U0 = 24.0.

The singlet density ρSD, nematic order parameter Qz,z, local magnetic moment ⟨F 2⟩ and

cluster magnetic moment ⟨F 2
TOT ⟩ are plotted in figure (3.21). The singlet density ρSD is

finite when density of bosons ρ > 1 and increases until MI (ρ = 2) phase is reached. In

the MI (ρ = 2) phase, there is one singlet pair at each site and thus singlet density is

unity. As the chemical potential µ is increased further, the singlet formation reduces due

to superfluidity, however, it increases with density ρ. Nematic order parameter Qz,z is

zero in the ρ = 2 MI phase signifying spin isotropy, and finite everywhere else due to the

characteristic nematic phase which shows a preference for a particular spin orientation

and breaks the isotropy. The local magnetic moment ⟨F 2⟩ = 2 in the ρ = 1 MI phase

since the number of particles at each site is one. However, it is observed that ⟨F 2⟩ = 0

33



3.2. 2D: TWO SITE CLUSTER CHAPTER 3. RESULTS

in the MI (ρ = 2) phase due to singlet formation. The global (cluster) magnetic moment

⟨F 2
TOT ⟩ = 0 in the MI phases and is finite in the superfluid phases. Figure (3.22) illustrates

the nature of the Rényi EE S2 as the chemical potential µ is varied. From the plot it

is observed that the ρ = 1 MI has a larger Rényi EE as compared to the other phases.

The CMFT formalism captures the weak quantum tunnelling to nearby sites that occurs

in the MI phase even though the bosons are localized at a site. The cluster tends to

minimize its total magnetic moment due to the antiferromagnetic interactions at a site.

As a result of this, high Rényi EE is recorded since each site is non-locally entangled

with the neighbouring sites. The SF-MI phase transition shows a discontinuity in the

calculated Rényi EE.

Figure 3.23: Phase diagram plot for 2D two site cluster (NC = 2) without density-induced
tunneling (t′ = 0) for U2/U0 = 0.03.

The phase diagram is plotted in figure (3.23). The critical on-site interaction UC
0 for

phase transition from SF to MI has decreased. Thus, the over-estimation of superfluidity

in single-site mean-field calculations has been tackled. This implies that the quantum

fluctuations that were neglected in NC = 1 are accounted for and the system is pushed in

the MI phase.

34



3.2. 2D: TWO SITE CLUSTER CHAPTER 3. RESULTS

3.2.1 Finite temperature

The section above discussed the results of 2D two site cluster at zero temperature. In

this section, the results obtained for 2D two sites cluster at finite temperatures shall be

discussed.

Figure 3.24: Comparison plots of superfluid order parameters ψσ individual density com-
ponents ρσ and superfluid density ρS and total density ρtot versus the chemical potential
µ for temperatures T = 0.2, T = 0.8 and T = 1.5 for U2/U0 = 0.03 where U0 = 24.0 and
density-induced tunnelling strength t′ = 0.

At temperature T = 0, the polar nature of the superfluid phase is portrayed through

the superfluid order parameters which take up values ψ1 = ψ−1 ̸= 0 and ψ0 = 0. This

nature persists even at finite temperatures as seen in figure (3.24). In order to compare

the zero temperature and finite temperature results, the graphs in figure 3.24 are plotted

for U0 = 24.0 and U2/U0 = 0.03.

The superfluid order parameters ψ±1 show a discontinuous transition from SF-MI phases.

The boson densities in MI (ρ = 1) phase are ρ1 = ρ0 = ρ−1 = 1/3. Whereas in the ρ = 2

MI phase, the density distribution is centered around 2/3, that is, ρ1 = ρ0 = ρ−1 = 2/3

as seen in the zero temperature case.
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The superfluid density and total density plots show the transition from the SF phase

(where ρS ̸= 0) to the MI phase (where ρS = 0 and ρtot is an integer). With an increase in

temperature, the first order phase transitions become second order. This happens since

the effect of the spin-dependent interaction term U2 reduces due to thermal fluctuations

in the system. At temperature T = 1.5, the system shows Normal Bose Liquid (NBL)

phase.

Figure 3.25: Plots of (a) singlet density ρSD and nematic order parameter Qz,z and (b)
local magnetic moment ⟨F 2⟩ and cluster magnetic moment ⟨F 2

TOT ⟩ versus the chemical
potential µ for temperatures T = 0.2, T = 0.8 and T = 1.5 for density-induced tunnelling
amplitude t′ = 0 for U2/U0 = 0.03 and U0 = 24.0.

The singlet density ρSD, nematic order parameter Qz,z, local magnetic moment ⟨F 2⟩ and

cluster magnetic moment ⟨F 2
TOT ⟩ are plotted in figure (3.25) for temperatures T = 0.2,

T = 0.8 and T = 1.5. With an increase in temperature, the singlet pairs in the MI

(ρ = 2) phase start breaking due to thermal fluctuations and thus a decrease in the

singlet density is observed. Consequently, the nematic order parameter, local and cluster

magnetic moment increase since the antiferromagnetic orientation can be easily broken

by small thermal fluctuations. Thereby, the first order nature seen in these plots becomes

continuous as temperature increases. These parameters do not show a significant change

in the MI (ρ = 1) phase.

To understand the phases at finite temperature, the phase diagram in the µ−T parameter
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space is plotted in figure (3.26 for U0 = 24.0 and U2/U0 = 0.03. The Mott phase corre-

sponding to ρ = 1 enlarges with temperature since the antiferromagnetic alignment of the

spins break in the cluster. This effect is not observed in the MI phase corresponding to

ρ = 2 due to singlet formation. The MI-NBL transition is a cross-over and the cross-over

boundary is marked by cross-over compressibility κ = 0.005. It should be noted that this

crossover boundary is not a strict phase boundary.

Figure 3.26: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0 for U2/U0 = 0.03 and U0 = 24.0.

3.2.2 Density-Induced Tunneling

Similar to single site spin-1 BHM, the two-site cluster NC = 2 shall be studied to un-

derstand the effect of density-induced tunneling. The density-induced tunneling term

describes the tunneling between sites based on the local particle density at those sites.

The plots in figure (3.27) are plotted for the same parameters as the previous two sections

for different DIT amplitude t′ so as to analyze and compare the results effectively. The

polar nature of the superfluid phase portrayed through the superfluid order parameters,

which take up values ψ1 = ψ−1 ̸= 0 and ψ0 = 0, persists with the inclusion of density-

induced tunneling even in the cluster formalism. Comparing with figure (3.19), it is seen
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Figure 3.27: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for two different density-induced tunnelling strengths
t′ = 0.05 and t′ = 0.1 for U2/U0 = 0.03 where U0 = 24.0 for cluster size NC = 2.

that the superfluidity has increased as DIT amplitude t′ increases. This behaviour is

evident in single site as well and is expected since the main effect of density-induced

tunnelling (DIT) is to enhance superfluidity.
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The density-induced tunneling order parameters follow a similar nature like superfluid

order parameters: η1 = η−1 ̸= 0and η0 = 0 in the superfluid phase and η0,±1 = 0 in the

MI phase. The density distribution in the MI (ρ = 1) is slightly different for two site

cluster with DIT. The bosons having spin component σ = ±1 contribute significantly

lesser whereas the bosons having spin component σ = 0 show higher participation in

this phase. The MI (ρ = 2) phase also has near equal contribution centered around 2/3.

The density distribution attains the equal distribution deep in the MI phase such as for

U0 = 40.0.

Figure 3.28: (a) Superfluid density ρS and (b) total density ρtot plotted against chemical
potential µ for different density-induced tunnelling amplitudes for U2/U0 = 0.03 where
U0 = 24.0. Insets focus on the MI phase corresponding to ρ = 1 and ρ = 2.

The plots of superfluid density and total density depict the phases arising in the model.

Finite superfluid density indicates that the system is in a superfluid phase whereas super-

fluid density vanishes when the system is in the Mott Insulator. A comparison between

the superfluid densities for different density-induced tunneling amplitudes is done is fig-

ure (3.28). Similar comparison is carried out for the total densities for the same set of

density-induced tunneling amplitudes. The impact of density-induced tunneling is seen

visibly through these plots. As density-induced tunneling amplitude is increased, super-

fluid behaviour is more strong and the MI phase gets washed out.

The singlet density ρSD, nematic order parameter Qz,z, local magnetic moment ⟨F 2⟩ and

cluster magnetic moment ⟨F 2
TOT ⟩ and Rényi EE S2 are plotted in figure (3.29) for different

density-induced tunnelling amplitudes t′. The singlet density ρSD = 1 in the MI (ρ = 2)

phase, however, at higher DIT amplitudes, due to increase in superfluidity the ρ = 2 MI

phase vanishes and the singlet density is seen to increase. Consequently, an increase in
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Figure 3.29: Comparison plots of singlet density ρSD, nematic order parameter Qz,z, local
magnetic moment ⟨F 2⟩, cluster magnetic moment ⟨F 2

TOT ⟩ and Rényi EE S2 against the
chemical potential µ for density-induced tunnelling amplitude t′ = 0.05 (left) and t′ = 0.1
(right) for U2/U0 = 0.03 and U0 = 24.0.

nematic order parameter is observed. The local magnetic moment ⟨F 2⟩ = 2 in the ρ = 1

MI phase for both DIT amplitudes. However, the global (cluster) magnetic moment

⟨F 2
TOT ⟩ = 0 only in the ρ = 2 MI phase and is finite in the superfluid phases. An increase

in the cluster magnetic moment is observed with DIT for the ρ = 1 MI phase. From

the plots of Rényi EE, it is observed that the entanglement entropy decreases as DIT

amplitude increases. The discontinuous behaviour between the SF-MI phases continues

in the calculated Rényi EE for both DIT amplitudes.
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Figure 3.30: Phase diagram plots for U2/U0 = 0.03 with density-induced tunnelling am-
plitude (a) t′ = 0.05 and (a) t′ = 0.1 for cluster size NC = 2.

Lastly, the phase diagram plots at different density-induced tunneling amplitudes are

plotted in figure (3.30) in the µ−U0 plane. In contrast to the phase diagram obtained in

figure (3.23), the polar superfluid region has widened while subsequently shrinking the MI

phases. The impact of density-induced tunneling is more prominent as density of particles

at a site increases.

Figure 3.31: Effect of density-induced tunnelling amplitude t′ on the critical U0 of Mott
Insulator phases for U2/U0 = 0.03 with cluster size NC = 2.

To sum up the results obtained for the spin-1 BHM with DIT for cluster size NC = 2,

the graph of critical on-site interaction UC
0 against density-induced tunneling amplitude

t′ is plotted in figure (3.31). A near linear relation is seen for density ρ = 1 MI lobe

whereas the effect of shrinkage of the MI (ρ = 2) lobe is seen to be linear with respect to

density-induced tunneling amplitude.
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3.2.3 Effect of finite temperature on Density-Induced Tunneling

Following the analysis of density-induced tunneling at zero temperature in the previous

section, this section examines the effect of density-induced tunneling at finite tempera-

tures.

Figure 3.32: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for density-induced tunnelling strength t′ = 0.05 at
temperatures T = 0.2, T = 0.8 and T = 1.5 for U2/U0 = 0.03 where U0 = 24.0.

To study the effect of DIT and finite temperature on the two site Spin-1 BHM, the graphs

in figure (3.32) and figure (3.33) are plotted for U0 = 24.0 and U2/U0 = 0.03 at different

temperatures for DIT amplitude t′ = 0.05 and t′ = 0.1 respectively.

At temperature T = 0, the polar nature of the superfluid phase is portrayed through

the superfluid order parameters which take up values ψ1 = ψ−1 ̸= 0 and ψ0 = 0. This

nature persists even at finite temperatures as seen in figure (3.32) and figure (3.33). The
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Figure 3.33: Comparison plots of superfluid order parameters ψσ, density-induced tun-
nelling order parameters ησ, boson densities ρσ and superfluid density ρS and total density
ρtot versus the chemical potential µ for density-induced tunnelling strength t′ = 0.1 at
temperatures T = 0.2, T = 0.8 and T = 1.5 for U2/U0 = 0.03 where U0 = 24.0.

density-induced tunneling order parameters follow a similar nature like superfluid order

parameters: η1 = η−1 ̸= 0and η0 = 0 in the superfluid phase and η0,±1 = 0 in the MI-NBL

phase.

The density-induced tunnelling affects the Mott Insulator phase by increasing the super-

fluidity. For the same parameters plotted in figure (3.24), the MI (ρ = 2) phase vanishes

for DIT amplitude t′ = 0.1 for temperature T = 0.2. The other temperatures T = 0.8

and T = 1.5 see a visible reduction in the MI phases with a subsequent increase in the

superfluid phase.

The discontinuous transition seen in these plots is due to thermal fluctuations that arise in

the system due to finite temperatures. As temperature increases, the thermal fluctuations
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become stronger and are sufficient to constantly overcome the energy barrier leading to a

continuous phase transition.

Figure 3.34: Comparison plots of (a) superfluid density ρS and (b) total density ρtot versus
the chemical potential µ for different density-induced tunnelling strengths at temperatures
T = 0.2, T = 0.8 and T = 1.5 for U2/U0 = 0.03 where U0 = 24.0.

The density contribution in MI (ρ = 1) phase comes from all three components, that is,

ρ1 = ρ0 = ρ−1 = 1/3. Similarly, the densities in the MI (ρ = 2) phase are due to the three

components, centered around 2/3. The superfluid density and total density plots depict

the transition from SF phase where ρS is finite to MI phase where ρS = 0 and the density

is fixed to an integer value at each site. However, at higher temperatures, the MI phase

melts into the NBL phase where the compressibility is finite and particle density at a site
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is not an integer.

Figure 3.35: Comparison plots of (a) singlet density ρSD and nematic order parameter
Qz,z and (b) local magnetic moment ⟨F 2⟩ and cluster magnetic moment ⟨F 2

TOT ⟩ versus the
chemical potential µ for temperatures T = 0.2, T = 0.8 and T = 1.5 for density-induced
tunnelling amplitude t′ = 0.05 for U2/U0 = 0.03 and U0 = 24.0.

A comparison between the superfluid densities for different density-induced tunneling am-

plitudes is done is figure (3.34). Similar comparison is carried out for the total densities

for the same set of density-induced tunneling amplitudes in the same figure. The influ-

ence of density-induced tunneling is seen visibly through these plots. As density-induced

tunneling amplitude is increased, superfluidity is enhanced and the MI phases get washed

out. At a particular temperature, as the density-induced tunnelling amplitude increases,

the Mott Insulator phase diminishes. Subsequently the superfluidity increases. However,

at a given amplitude of density-induced tunnelling, as temperature increases, the Mott

insulating phase increases.

Figure (3.35) and figure (3.36) represent the singlet density ρSD, nematic order parameter

Qz,z, local magnetic moment ⟨F 2⟩ and cluster magnetic moment ⟨F 2
TOT ⟩ for temperatures

T = 0.2, T = 0.8 and T = 1.5 for density-induced tunnelling amplitudes t′ = 0.05 and

t′ = 0.1 respectively. As temperature increases, the singlet pairs in the MI (ρ = 2) phase

start breaking due to thermal fluctuations and thus a decrease in the singlet density is

observed. The nematic order parameter, local and cluster magnetic moment subsequently
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Figure 3.36: Comparison plots of (a) singlet density ρSD and nematic order parameter
Qz,z and (b) local magnetic moment ⟨F 2⟩ and cluster magnetic moment ⟨F 2

TOT ⟩ versus the
chemical potential µ for temperatures T = 0.2, T = 0.8 and T = 1.5 for density-induced
tunnelling amplitude t′ = 0.1 for U2/U0 = 0.03 and U0 = 24.0.

increase since the antiferromagnetic arrangement can be easily broken by small thermal

fluctuations. Thereby, the first order nature becomes continuous as temperature increases.

A significant change wasn’t observed in the MI (ρ = 1) phase in these parameters. With

the inclusion of density-induced tunnelling, the superfluidity increased leading to a a

decrease in the MI phases.

The phases arising due to finite temperature and DIT are emphasized in the phase dia-

grams in the µ − T plane plotted for U2/U0 = 0.03 and U0 = 24.0. The plots in figure

(3.37) and figure (3.38) illustrate the effect of density-induced tunnelling at finite tem-

peratures. The superfluidity is seen to increase across both the phase diagrams and MI

phases shrink. The compressibility is not affected by the inclusion of the density-induced

tunnelling. The MI-NBL phase is a cross-over and the cross-over boundary is marked by

cross-over compressibility κ = 0.005. It should be noted that this crossover boundary is

not a strict phase boundary.

To conclude the results obtained for the spin-1 BHM with DIT at finite temperature for

cluster size NC = 2, the graph of critical on-site interaction UC
0 against density-induced
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Figure 3.37: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0.05 for U2/U0 = 0.03 and U0 = 24.0 for cluster size NC = 2.

Figure 3.38: Chemical potential µ versus temperature T plot with density-induced tun-
nelling amplitude t′ = 0.1 for U2/U0 = 0.03 and U0 = 24.0 for cluster size NC = 2.

47



3.2. 2D: TWO SITE CLUSTER CHAPTER 3. RESULTS

tunneling amplitude t′ is plotted in figure (3.31). Both density ρ = 1 MI lobe as well as

the MI (ρ = 2) lobes are seen to have a linear change in the critical U0 with respect to

density-induced tunneling amplitude.

Figure 3.39: Effect of density-induced tunnelling amplitude t′ on the critical U0 of Mott
Insulator phases at finite temperature T = 0.2 for U2/U0 = 0.03 for cluster size NC = 2.
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Chapter 4

Conclusion

A finite temperature Cluster Mean Field Theory (CMFT) for a two-dimensional Spin-1

Bose Hubbard Model with Density-Induced Tunnelling (DIT) was developed. Cluster sizes

up to two sites (1×1, 2×1) were considered restricting the density ρ < 3 (Nmax = 3). The

analyses were carried out in the presence of spin-dependent antiferromagnetic interactions.

The single site (NC = 1) Mean Field Theory (MFT) showed qualitatively good results for

the phase diagram of the spin-1 BHM with DIT. However, single-site MFT neglects fluc-

tuations in the superfluid and Mott Insulator phases leading to an over-estimation of the

critical on-site interaction UC
0 . In this regard, by employing Cluster Mean Field Theory

(CMFT), the critical on-site interaction UC
0 decreased and the quantum fluctuations were

incorporated well. The system was studied at finite temperatures and three phases were

observed — Superfluid phase (SF), Mott Insulator phase (MI) and Normal Bose Liquid

(NBL). The SF and MI phases melt into the NBL phase at high temperatures. The MI

and NBL phases are cross-over phases for which the cross-over boundary was chosen as

κ = 0.005.

The effect of the density-induced tunnelling term on the behaviour of the Spin-1 Bose

Hubbard Model was studied. Enhanced superfluidity was observed with the inclusion

of this term in the model Hamiltonian. The Mott Insulator lobes having higher filling

factor were noted to be affected significantly. The impact of density-induced tunnelling

along with finite temperatures was also studied for the Spin-1 Bose Hubbard Model.

At a particular temperature, as the density-induced tunnelling amplitude increases, the
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superfluidity increases leading to a decrease in MI phase. However, at a given amplitude of

density-induced tunnelling, as temperature increases, the Mott insulating phase increases.

The comressibility κ showed no change with density-induced tunnelling. Lastly, the effect

of density-induced tunneling on the critical on-site interaction UC
0 was studied at zero

and finite temperatures. The MI lobes were seen to shift linearly with an increase in DIT

amplitude.

The present work can be extended to study the model for different values of spin-dependent

antiferromagnetic interaction where 0 < U2

U0
< 0.5. A similar analysis can be carried out

for the spin-dependent ferromagnetic interactions where −1 < U2

U0
< 0. Here, positive

values of the density-induced tunnelling amplitudes were studied. Following this, negative

values of density-induced tunnelling amplitudes can be employed to study the novel phases

arising in the model. The present work can also be extended to calculate the excitations,

its spectral weights, and the density of states within a Random Phase Approximation

(RPA) using standard basis operator method (SBO) [21].
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